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•PEFs achieve the theoretical bounds empirically 

•Through visualization, we observe that PEF perfectly erases 
concept information w/o losing other information (collapsing 
the representation space).
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•Concept erasure is the task of perfectly erasing 
information from representations 

•The erasure process should also retain maximum utility 
about original representations 

•Formally, this task optimizes an objective to learn the 
erasure function f : X → Z

max
f

I(Z; X ) subject to I(Z; A) ≤ ϵ (1)

Concept Erasure

Fundamental Limits of Erasure

•Directly optimizing Eq. 1 is difficult for high dimensional 
representations 

•Instead, we study the fundamental limits of each of 
utility and privacy in Eq. 1 (shown in the figure below) 

•Next, we utilize these limits to analytically derive 
perfect erasure functions

Utility Privacy

Perfect Erasure Functions (PEF)

Optimally Perfect concept erasure is feasible if,
 pairs: Distribution of representations are 

permutations, 
∀(i, j)

P(X |A = ai) = σ(P(X |A = aj))

max
f

I(Z; X ) s.t. I(Z; A) ≤ ϵ .

 is the minimum entropy coupling (minimizes )ΓMEC( ⋅ , ⋅ ) H(Pi, Q̂)

Q̂ = arg max
Q [H(Q) − ∑

i

p(ai)Hmin(Pi, Q)]

Q ∈ {P1, P2, P3}

Feasibility & Data Constraints: 

PEF when distributions are equal: 

PEF when distributions are unequal:

Empirical Results

Conclusion

•We analytically derive perfect erasure 
functions (PEF) for concept erasure 

•PEFs perfectly erase concept information 
while retaining maximum utility

Link to Paper!

brcsomnath/PEF

Map elements with equal 
probability to Q

https://github.com/brcsomnath/PEF/

