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Online Reviews

here has a massive increase In the number of reviews available online

» These are a great resource for both sellers and customers

ye'p .’c 177 million reviews | N

O



Opinion Summarization

Opinion

Summarizer




Motivation

»  Unsupervised opinion systems are desirable due to the scarcity of labeled data



Motivation

»  Unsupervised opinion systems are desirable due to the scarcity of labeled data

't Is crucial to represent text in a way that they capture the underlying semantics



Motivation

Unsupervised opinion systems are desirable due to the scarcity of labeled data
't Is crucial to represent text in a way that they capture the underlying semantics

» One such approach is to have representations as a distribution over latent semantic units



Motivation

Unsupervised opinion systems are desirable due to the scarcity of labeled data
't Is crucial to represent text in a way that they capture the underlying semantics

» One such approach is to have representations as a distribution over latent semantic units

« Select popular opinions by leveraging such representations



Motivation

Unsupervised opinion systems are desirable due to the scarcity of labeled data

't Is crucial to represent text in a way that they capture the underlying semantics
» One such approach is to have representations as a distribution over latent semantic units
« Select popular opinions by leveraging such representations

« \We focus on extractive summarization in this work
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Problem Setup

—or an entity (a product — kindle, a hotel — Graduate CH), an opinion set is provided

—xtract a set of review sentences to form a summary

« Compare the generated summary with a human-written one
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Distributed Representations

Distributional hypothesis (Firth et al. 1950):
‘a word Is characterized by the company it keeps’
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Distributed Representations

Distributional hypothesis (Firth et al. 1950):
‘a word Is characterized by the company it keeps’

-
- ~ -
——————————————
—————
- - ~ -
- ~ ~
- ~
~
~§
~

A bottle of is on the table.
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Topical Representations
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We want to capture the meaning of text as a distribution over semantic units.

A bottle of water is on the table.
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blue  thirst ocean wood brown glass
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Topical Representations

We want to capture the meaning of text as a distribution over semantic units.

A bottle of water is on the table.

i

blue  thirst ocean wood brown glass ]‘\

Latent concepts or topics
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Why not distributed representations?

* Itis hard to use off-the-shelf pre-trained distributions for defining similarity measures

* (Timkey et al, 2021) showed that BERT representations are anisotropic in nhature
* Few dimensions dominate the similarity scores

* Hard to achieve compositionality using standard operations (add or mul.)
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Why topical representations?

* Representations are distributions over the same support

* Allows us to compare representations using cosine similarity
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Why topical representations?

* Representations are distributions over the same support

* Allows us to compare representations using cosine similarity

* Retrieve overall semantic distribution using an aggregate (mean) representation
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* Unsupervised Representation Learning
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Recipe for Summarization?

Our approach has 2 components:

* Unsupervised Representation Learning

* Converts distributed representations — topical representations
* Sentence selection algorithm

* Use topical representations to quantify relevance of a review sentence
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Unsupervised Representation Learning

* We use dictionary learning to decompose pre-trained representations into topical
representations
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Unsupervised Representation Learning

* We use dictionary learning to decompose pre-trained representations into topical
representations

* The dictionary captures latent semantic units
* The sparse coefficients function as the topical representation
* We use a sentence reconstruction objective for learning the dictionary

* We design an encoder-decoder architecture to achieve this
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Model Sketch
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Model Sketch

00O CO Z; € R4 Reconstructed Representations

)

o y OO 00 (@ o0
Dictionary D e R™“ 00| X e |eo |o0 T(w) € R™ Topical Representations
O O, O 00 |0
[ fé OOOOO ]
z; € R \Word Representations
~

Frozen
Encoder @)
Y,
! f !

Rooms were spotless

38



Model Sketch
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Model Architecture rooms werecler

[ Linear + Softmax ] gCE(Sv §)

Feed | \

Forward |

—

Topical Multi-Head ﬂ :

Representations Attention |

T(w) ! T

/ CO ©O CO | !

o000 (@ 0 '

O 00 |00 :

: . O OO0 O |

A diCt( D(]), fé])) fe(j) 000 J |

I

| t A |

| 0O ©O ©O |

< F |

4 : / ~

~ N f !

Frozen | Masked |

@3 | Multi-Head Attention |

. Encoder y \ . T J!

T T T Output Embeddi

Rooms were spotless ( utput Embedaings '

t t 1

Rooms were spotless

41



Take aways

* We train our model using a combination of dictionary and cross-entropy loss
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Take aways

* We train our model using a combination of dictionary and cross-entropy loss
* We maintain a separate dictionary at each decoder layer
* We obtain a word representation for each decoder layer

* How do we combine these to form a sentence representation?
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Word — Sentence Representations
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Sentence Selection

* We want to select sentences that are representative of popular opinions

* For an entity e, we have sentence representations X, = {Xg s € S, }

* A naive approach is to select sentence representations close to the mean of X,

* Sentence representations lie on a high-dimensional manifold that we need to
consider while computing distances
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Sentence Selection
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Sentence Selection
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We name our system Geodesic Summarizer (GeoSumm
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Sentence Selection

Algorithm 1 General Summarization Routine

1:

Input: A set of sentence representations X, =
{xs|s € S} are review sentences for entity e.

D e

s, [Xs]

: A knn(Xe U ) € RX

> adjacency

matrix of k-NN graph, [ = |S.| + 1.

d < Dijkstra(A, u.) »> shortest distances of

all nodes from 1,

I'={1/d(s)|s € S}

ty <— mintop-q(/)

return O,

> importance scores
> top-q threshold
O+ {s|I(s) >ty,s € Se}

52

Approximates the manifold
structure using a kNN graph



Sentence Selection

Algorithm 1 General Summarization Routine

1:

Input: A set of sentence representations X, =
{xs|s € S} are review sentences for entity e.

D Ue < s, [XS]
A« knn(X, U pe) € R > adjacency

matrix of K-NN graph, | = |Se| + 1.

d < Dijkstra(A, u.) »> shortest distances of

all nodes from

I ={1/d(s)|s € S¢} > importance scores
ty <— mintop-q(/) > top-q threshold
O+ {s|I(s) >ty,s € Se}

return O,

53

Computing the distances
along the manifold



Sentence Selection

Algorithm 1 General Summarization Routine

1:

2:
3:

Input: A set of sentence representations X, =
{xs|s € S} are review sentences for entity e.
pe < Esvs, [Xs]

A + knn(X, U pe) € R > adjacency
matrix of k-NN graph, [ = |S,| + 1.

d < Dijkstra(A, ue) > shortest distances of
all nodes from 1,

: I ={1/d(s)|s € S} > importance scores |

: tq  mintop-q(I) > top-q threshold

7: O {s|I(s) > tg,s € Sc}

. return O,
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Distances serve as the
Importance of a sentence



Sentence Selection

Algorithm 1 General Summarization Routine

1:

2:
3:

Input: A set of sentence representations X, =
{xs|s € S} are review sentences for entity e.
pe < Esvs, [Xs]

A + knn(X, U pe) € R > adjacency
matrix of k-NN graph, [ = |S,| + 1.

d < Dijkstra(A, ue) > shortest distances of
all nodes from 1,

. I ={1/d(s)|s € S¢} > importance scores

6: t, <— min top-q(I) > top-q threshold

7: O {s|I(s) > tg,s € Sc}

. return O,
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Select top g sentences as the
Output summary
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Aspect Summarization

* Users often find aspect-specific summaries useful
* For example, a hotel entity has different aspects — food, rooms, service etc.
* Our framework supports this by using an aspect-specific mean representation

* Aspect sentences are identified using keywords provided in the dataset
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Dataset

o OPOSUM+

o SPAC

® Amazon reviews

— products reviews (e.g. laptops, bags) from amazon
— hotel reviews from @& Tripadvisor

— product reviews (e.qg. electronics) from amazon
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Evaluation

We compare the lexical overlap between system and reference summaries

* ROUGE-1 - refers to overlap of unigrams (words)

* ROUGE-2 - refers to overlap of bigrams

* ROUGE-L - considers the longest common subsequence
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General Summarization - OPOSUM+

| exRank QT AceSum SemAE GeoSumm
50
38 577 385 390 [
354
25 . 09 517 558 24.2 25.2
14.7 152 105

13 102

0

ROUGE-1 ROUGE-2 ROUGE-L
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General Summarization - Amazon

| exRank QT SemAE GeoSumm
40
33.8
315 313 320

30
20 65 164 160 18.8

10 72

51 50O 54
0

ROUGE-1 ROUGE-2 ROUGE-L
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General Summarization - SPACE

| exRank QT AceSum SemAE GeoSumm
50
425 424
387
38 355
314
26.4 5
25 19 20.1 &
18.1 |
13 10.2 5o 124
7.8
5.1
0

ROUGE-1 ROUGE-2 ROUGE-L
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Aspect Summarization - OpoSum+

| exRank QT AceSum SemAE GeoSumm
40
30 00
26.2 253
22.5 24V 21.6

20 173 166 0 176

10 9.0

34 44 °° st
0

ROUGE-1 ROUGE-2 ROUGE-L
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Human Evaluation - General Summaries

SemAE QT GeoSumm
60
38.70
30
8.00 =i 1279
0
~/.30 o 1000 70
-30
-60 —

Informativeness Coherence Redundancy
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Human Evaluation — Aspect Summaries

SemAE QT GeoSumm
50 46.4 28 45.6
41.9
38 a1 359
25
13 8
0

Exclusive Partial None



Probing Representations

Cluster @

- The gardens are lovely with wide variety of flowering
plants and shrubs, kol ponds, etc.

 Pots of tulips and daffodils in full bloom
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 Pots of tulips and daffodils in full bloom

- Calistoga is a beautiful historic town ..
- The Roman Spa and Calistoga is our favorite spot..
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Probing Representations

Cluster @

Cluster @

Cluster

- The gardens are lovely with wide variety of flowering

plants and shrubs, kol ponds, etc.

 Pots of tulips and daffodils in full bloom

- Calistoga is a beautiful historic town ..
- The Roman Spa and Calistoga is our favorite spot..

« The rooms were In great shape, very clean, comfortable

beds with Lots of pillows

- The pillows and bed coverings were of very high quality

72

Beds &
Pillows

‘Calistoga’



Output Summaries

GeoSumm

SemAE

QT

Human
All staff members were
friendly, = accommodating,

and helpful. The hotel and
room were very clean. The
room had modern charm

and was nicely remodeled.

The beds are extremely
comfortable. The rooms are
quite with wonderful beach
views. The food at Hash,
the restaurant in lobby, was
fabulous. The location is

great, very close to the beach.

It’s a longish walk to Santa
Monica. The price is very
affordable.

Overall we had a nice stay

at the hotel. Our room was
very clean and comfortable.
The atmosphere is stylish
and the service was great.
We ate breakfast at the ho-
tel and it was great. I ap-
preciate the location and
the security in the hotel.
The food and service at the
restaurant was awesome.
The Hotel is classy and has
a rooftop bar. The restau-
rant 1s cozy but they have
good healthy food. Great
hotel.

The staff i1s great. The Ho-

tel Erwin 1s a great place to
stay. The staff were friendly
and helpful. The location
1s perfect. We ate break-
fast at the hotel and it was
great. The hotel itself is in a

great location. The service
was wonderful. It was great.

The rooms are great. The
rooftop bar HIGH was the
icing on the cake. The food
and service at the restaurant
was awesome. The service
was excellent.

Great hotel. We liked our
room with an ocean view.
The staff were friendly
and helpful. There was
no balcony. The loca-
tion is perfect. Our room
was very quiet. I would
definitely stay here again.
You’re one block from the
beach. So it must be
good! Filthy hallways.

Unvacuumed room. Pricy,
but well worth it.
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Conclusion

* GeoSumm learns topical representations from pre-trained text representations
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Conclusion

* GeoSumm learns topical representations from pre-trained text representations
* GeoSumm uses them to capture salience using approximate geodesics

* Topical representations work great, but are there better approaches?

* Representations capturing varying semantics occupy different high-
dimensional space

M somnath@cs.unc.edu
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